Lithospheric elasticity promotes episodic fault activity
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Abstract

Based on the agreement between geodetic and geological plate velocities, interplate fault slip rates are usually considered constant over long periods of time. However, measurements made at different time scales on intracontinental faults suggest that slip rate evolves with time. We examine the slip evolution of a fault embedded in an elastic lithosphere loaded by plate motion. We first assume that the fault friction varies due to a climatic cause. Then we show that high fault stress and low lithospheric stiffness favour large variations of slip rate. In the case where fault weakening is controlled by slip rate, we find that high loading velocity leads to a low stress, constant slip rate, while low loading velocity drives the fault slip rate to cycle between high and low values. This suggests that paleoseismic slip rate could overpass the loading velocity but also fall to zero for some period of time.
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1. Introduction

The slip rate of a fault corresponds to the ratio between displacement of fault sides and the elapsed time for this motion. Because fault slip rate is directly related to the repeat time of earthquakes rupturing the fault [1], its knowledge is critical for the assessment of seismic hazard. Both geodetic and geologic methods are used to determine slip rates. Geodetic measurements are based on the concept that the slip released by several earthquakes corresponds to a continuous crustal loading at some distance from the fault (typically 50 km for a large strike slip fault, see Savage and Prescott [2]). Using this concept, geodetic measurements during the interseismic period allow us to determine the fault slip rate [3]. Paleoseismic measurements done by trenching the fault plane provide the sequence of slip events due to the most recent earthquakes. Dating available markers constrains the slip rate over periods of between 100 and 10000 yr. In the following, we call geodetic or paleoseismic slip rate estimates short term slip rate. In the landscape, the combination of climatic events and accumulated fault slip appears as morphotectonic features (stream deviations, moraine offsets) that can resist to erosion for more than 100 kyr [4]. These dated offsets features lead to long term slip rate estimates. Over longer time periods, structural geology allows to match the large displacement of dated
geological bodies (e.g., lava flows, granitic plutons or sedimentary layers) and provide an estimate on the very long term (geologic) slip rate ($\sim 10^6$ yr).

Although only few faults have been extensively studied over these four time scales, a living paradigm is that slip rate does not evolve much during these time scales. This implies that fault motion at geodetic (10 yr) and geologic (10$^6$ yr) time scales should lead to a unique estimate (Fig. 1A). This idea is rooted into two observations. First, early comparisons between geodetic and morphotectonic slip rate on large faults such as the San Andreas lead to the same slip rates of $\sim 34$ mm/yr for the central segment of the San Andreas fault [5]. This value seems also true on a longer time scale as indicated by geological reconstructions [6]. Second, a good agreement occurs between the plate motion model derived from 1–3 Myr seafloor magnetic anomalies and the geodetic plate motion computed from GPS sites on land [7].

Conversely, the rapid increase of historical, geological and geodetic studies suggests that intracontinental earthquake related fault motion often occurs in a clustered manner (Fig. 1B) rather than by the accumulation of slip from periodic or quasi periodic earthquakes. Therefore, as suggested by Wallace [8], phases of intense activity are separated by long periods of quiescence [9–11]. The characteristic time between successive clusters seems to be highly variable, ranging from hundreds of years [12] to thousands of years [13] or even up to 30 kyr [9]. Moreover, some large intracontinental faults display a mismatch between geodetic and morphotectonic slip rates. In western US, the Wasatch fault in the Basin and Range presents an interseismic GPS slip rate of 3–4 mm/yr, while the slip rate falls to 0.5–1 mm/yr when larger time scales are taken into account [10]. Another example is the Altyn Tagh fault in Tibet. This very large intracontinental fault that may slip at a rate of $27\pm 7$ mm/yr according to morphotectonic analysis [4,14], while its geodetically determined velocity is estimated to $9\pm 4$ mm/yr [15] consistent with paleoseismic observations [16].

2. Model basics

Let assume a faulted lithosphere remotely loaded by a constant loading velocity. Different reasons have been given to explain why the fault slip may vary, all potentially related to fault strength variation. If two or more faults are present, their slip rates can co-vary [8] for the Basin and Range, and recently documented for the San Jacinto fault and the San Andreas fault in Southern California [17]. If only one fault is considered, then lithospheric elasticity must be advocated to explain a fault slip rate variation. In this case, deep postseismic viscous strain can be the source of crustal transient strain that in turn allows earthquake clustering [18,19]. Also, a hardening/softening friction model of the seismogenic zone allows the fault slip rate to vary [20]. We examine a one-fault mechanical model leading to a variable fault slip rate suggested by Wallace [8]. Let consider a tectonic system loaded by plate motion at a constant velocity. In this case, fault slip rate variation must correspond an to an equivalent strain change elsewhere in the lithosphere. To investigate how this behaviour could arise, we consider a wide lithospheric domain crossed by a large fault (Fig. 2A). Our inspiration here is the geometry of broad intracontinental domains such as western US or Tibet. The simplest idealization of this tectonic setting corresponds to 1D model made of a spring (the lithosphere) loaded at a known velocity $V$, while a slider (the fault) moves at an unknown slip rate $S$ (Fig. 2B). Doing that, we do not account in the following for the geometrical factor of the fault displayed in the plan view model of Fig 2A. This

---

**Fig. 1.** Two kinds of seismic cycle models. A) quasi-periodic earthquake occurrence [45] leads to similar slip rate velocities for both geodetic (short term, dashed curve) and geologic (long term) estimates; B) clustered earthquake occurrence (Wallace’s model) leads the slip rate to be time scale dependant. Short term slip rate (dashed curve) can be either smaller or larger than the geologic (long term) time scale.
would imply that the velocity \( S \) that we discuss in the following 1D model has to be divided by the sine of the angle between the azimuth of driving velocity \( V \) and the azimuth of the fault to match the along fault velocity of Fig 2A. In order to study the fault slip rate evolution, we use stress balance that imposes the equality between lithospheric stress \( \sigma \) and fault stress \( \tau \). Average lithospheric stress at a time \( t \) is given by:

\[
\sigma = k(V \cdot t - U)
\]

where \( k \) is the lithospheric stiffness defined by the ratio of the Young’s modulus \( E \) and the width of the intracontinental domain \( L \). \( U \) is the cumulated slip on the fault given by \( \int_0^t S dt \). Following rheological models proposed for a weakly deformed continental crust [21], we postulate that average fault stress \( \tau \) is the sum of a frictional stress \( \tau_s \) occurring in the upper crust and of a thermally activated viscous stress \( \tau_v \) operating in the lower crust (Fig. 2B). Our knowledge of crustal friction is based on laboratory experiments and in situ stress measurements. Both indicate that shear stress rapidly increases with normal stress. Therefore, upper crustal stress seems to be controlled by high friction coefficient (0.6–0.8) and hydrostatic pore pressure. This typically leads to an average shear stress of about 100 MPa for the upper crust. A different behaviour is believed to exist on large interplate faults such as the San Andreas fault and for subduction boundaries. For those regions, direct stress estimates [22], stress retrieved from heat flow budgets [23] and geodynamical stress modelling [24,25] lead to average shear stress within 0–20 MPa. A plausible physical explanation for such a low stress is that high pore fluid pressure occurs in the fault core, inducing low effective pressure and therefore low shear stress [26]. Stress measurements close to active intracontinental faults lead to contrasted results. In situ stress measurements in slowly deforming areas such as Dixie Valley in the Basin and Range suggest high shear stress [27]. However, low shear stress has been deduced from curved striations on the small Nojima intraplate fault [28]. For deep fault zones, laboratory data suggest that viscous behaviour occurs by temperature dependent processes and non linear viscosity [29]. For sake of simplicity, we assume that the deep fault strength is controlled by a shearing flow along the fault direction with a characteristic width \( W \). This ductile fault zone has a linear viscosity \( \eta \) and has a linear velocity variation \( S \) across \( W \) equal to the velocity jump occurring at the surface. Therefore, we assume that no horizontal shear occurs between the frictional part and the viscous part of the crust. According to this view, viscous stress is controlled by a material parameter \( \eta_w = \eta/W \) and is given by:

\[
\tau_v = \eta_w \cdot S
\]

As a whole, the fault stress \( \tau \) is the sum of a stabilising factor (the viscous stress increases with the slip rate) and of a potentially destabilising frictional term if \( \frac{\partial \tau_s}{\partial t} < 0 \).

3. Climate control

In the following, we assume that fault friction may evolve with time. We first explore the idea that climatic changes lead to environmental perturbation of a fault system. This may correspond to crustal water content variations or stress change caused by erosion–deposition processes as attested to by morphotectonic
and sedimentary observations. For sake of simplicity, we assume a cyclic variation leading the frictional stress:

$$\tau_s = \tau_0 + \Delta \tau \sin \frac{2\pi t}{T}$$

(3)

where $\tau_0$ is the average shear stress on the fault plane, $\Delta \tau$ the stress change amplitude, and $T$ the period of climatic variation. This non-linear mechanical system has two distinct dynamical behaviours. If crustal stress $\sigma$ does not reach the frictional stress $\tau_s$, then the fault is locked ($\sigma < \tau_s, \tau_0 = 0, \tau_c = 0$). During this period, elastic stress accumulates at a rate $\dot{\sigma} = kV$. When the frictional stress is at yield $\tau_s$, then $S$ must balance the equation given by $\sigma = \tau_s + \tau_c$. Using the first derivative of stress balance, we obtain the following equation:

$$S + \frac{\eta_w}{k} \dot{S} = V - \frac{T}{2\pi k} \Delta \tau \cos \left( \frac{2\pi t}{T} \right).$$

(4)

Assuming an initial value of $U=0$ for $t=0$, numerical solutions are easily computed. Moreover, the analytical solution is tractable when $S>0$. Given that $\omega = 2\pi / T$, $A = \eta_w / k$ and $B = \omega \cdot \Delta \tau / k$, slip rate is given by:

$$S = \frac{-B}{1 + \omega^2 A^2} [\omega A \sin(\omega t) + \cos(\omega t)] + V$$

(5)

In order to understand the gross physical meaning of the solution, we first neglect viscous stress $\tau_c$. Then, the amplitude of slip rate change $\Delta S$ is simply:

$$\Delta S = \frac{2\pi \Delta \tau}{T \cdot k}.$$

(6)

In the case of a broad intracontinental domain of 1000 km of extent, the stiffness of the model is $10^5$ Pa/m if a Young modulus of $10^{11}$ Pa is assumed. The remaining variables are the climatic period and the stress change amplitude. As illustrated by Fig. 3A, a major issue is the magnitude of admissible stress change $\Delta \tau$. For the purpose of this discussion, we assume that the frictional stress is controlled by the Coulomb friction and that is equal to $C + \mu \cdot [\sigma_n - P]$, in which $C$ is the cohesion and $\mu$ the intrinsic friction. Therefore, frictional stress variation may occur according to change of the normal stress $\sigma_n$ and of the pore pressure $P$. If we suppose that climatic forcing induces cyclic formation of an ice cap, this will directly affect the fault normal stress as proven by mechanical modelling [30]. For example, a thickness of 100 m will cause a vertical stress variation of $\pm 1$ MPa impacting normal stress and in turn maximum sustainable shear stress on the fault plane. The pore pressure can also have a large effect on the fault plane and the intrinsic friction. Therefore, shear stress variation in the range of $[0.1-10]$ MPa induced by climate impact on crustal loading and pore pressure change seems possible. A change of 1 MPa would correspond to only 1% of the sustainable frictional stress by a strong fault. Slip rate change of 6 and 0.6 mm/yr are predicted for periods of 10 and 100 kyr, respectively. Larger stress changes lead to slip rate changes larger than the loading velocity, causing the fault to stop. For example, a climatic period $T=10$ kyr, a stress change $\Delta \tau$ of 5 MPa and a loading velocity of 2 cm/yr leads the slip rate to vary between 0 and 5 cm/yr, as shown by Fig. 3B. These oscillations are partially damped if viscous stress is accounted for. Using a fault zone viscosity of $10^{19}$ Pas deduced from
geodetic studies [31] and a deep fault zone width of 1 km allows a significant part of the fault stress to be taken by viscous process, but still large slip rate oscillation occurs (Fig. 3C).

4. Strain softening/hardening

We now investigate the idea that effective fault friction occurs thanks to a velocity weakening process. Up to now, a connection between effective friction and velocity or slip has mostly been advocated to explain seismic motion. Indeed, rate and state friction laws reproduce well the phenomenon of dry friction, including slip rate weakening and self healing [32,33]. Here we adopt a similar model, but applying it to geological time scales. We assume a simple law presenting a linear decay of the frictional stress from \( \tau_0 \) up to a constant value \( \tau_1 \). We also hypothesize that the weakening process does not happen instantaneously, but is due to repeated earthquakes, leading fault to gradual softening or strengthening [20,34]. Therefore, we introduce an average slip rate \( \bar{S} = \frac{1}{T_w} \int_{T_w}^{t} S dt \) which controls our ad hoc friction law:

\[
\tau_s(t) = \max \left[ \tau_0 \left( 1 - \frac{\bar{S}}{S_0} \right) ; \tau_1 \right]
\]  

(7)

where the slip rate weakening parameter \( S_0 \) and the weakening time \( T_w \) controls the weakening process. Such an equation provides a convenient rheological model explaining why slow or inactive faults are strong, whereas rapidly slipping faults work at low stress. Solving leads to the following first order equation:

\[
S + \frac{1}{k} \left( \eta_w + \frac{\partial \tau_s}{\partial S} \right) \frac{\partial S}{\partial t} = V.
\]  

(8)

Such an equation has an exponential solution decaying towards \( V \) if its characteristic time scale \( t_C = -\frac{1}{k} \left( \eta_w + \frac{\partial \tau_s}{\partial S} \right) \) is negative, meaning \( \frac{\partial \tau_s}{\partial S} < -\eta_w \). Using parameters similar to those used in the for climatic variation experiments, we test a weakening law with \( \tau_1 = 10 \text{ MPa} \), assuming that this low stress occurs when the long term slip rate exceeds 5 cm/yr (as for most of subduction zones). This weakening law is consistent with the assumption that slow faults are strong, whereas fast fault becomes weak. Because of the dependence of \( \frac{\partial \tau_s}{\partial S} \) on \( S \) and \( T_w \), the stress balance cannot be evaluated by analytical means. We search numerically for how the loading velocity \( V \) and the weakening time \( T_w \) controls the slip rate over 300 kyr. When the loading rate is high \( (V=8 \text{ cm/yr}) \), the solution unconditionally converges towards a constant fault slip rate \( (S=V) \) in a zone where the dynamical system is stable \( \left( \frac{\partial S}{\partial t} = 0 \right) \). A loading velocity of 2 cm/yr causes the slip rate to cycle if the weakening time is lower than 35 kyr (Fig. 4A). In this case, the fault stress \( \tau \) evolves between 100 and 20 MPa, while the viscous stress \( \tau_v \) acts by limiting the slip rate (Fig. 4B). For such a periodic behaviour, the short term slip rate evolves between 0 and 6 cm/yr (Fig. 4C), providing no valuable information about the long term slip of the fault. Weakening times larger than 35 kyr lead oscillations that slowly damp towards the loading velocity.

5. Conclusions

The 1D model we have developed is too simple to account for the real geometrical and rheological complexities of the lithosphere. Nevertheless, it explains why
the activity of continental faults may strongly vary while plate motion remains constant. The basic ingredient for episodic fault activity is provided by a compliant lithosphere in which fault stress fluctuation can occur. In this respect, a large distance between the fault zone and the source of motion magnifies the ratio between slip rate variation and stress fluctuation as shown by Eq. (6). External and internal forcing can be a source of fault stress variation. For both cases, our modeling suggests that the ratio between fault slip rate variation ($\Delta S$) and loading velocity ($V$) could be more important for continental faulting than for subduction faults. First, continental faults are loaded at smaller velocities than the plate boundary domains. Therefore, the relative slip rate change $\Delta S/V$ can more easily become larger than one, causing the fault to stop. Also, if we assume that continental faults are strong ($\tau_0 = 100$ MPa), their potential stress variation can be more important than those of a subduction zone faults which may correspond to a weak fault plane. Finally, it can be conjectured that climatic change affects predominantly the mechanical properties of continental faults [30] because of the direct interaction between the atmosphere and the crust, while water screening may limit climatic impact for subduction zones.

Among other possible causes for stress variation, a self-induced weakening/healing could be also efficient. If the weakening time is small enough, fast slip rate excursions occur, as well as a complete lack of activity. If this happens in nature, we should sometimes observe fault slip rates that are higher than plate loading ($S >> V$). Such observations have rarely been documented, but Weldon et al. have shown that the paleoseismic slip rate of the San Andreas fault may have reached 89 mm/yr over a 300 yr period [35], 3 times larger than the long term slip rate. An opposite behaviour, i.e., $S << V$, has been also reported as for example the Altyn Tagh fault in Tibet. In this case, the geodetic slip rate (9 mm/yr) is lower than the long term slip rate (27 mm/yr). This would mean that the Altyn Tagh strength is now increasing. Meanwhile, the strain provided by plate loading is stored elastically in the Tibetan lithosphere which in turn delays the time needed for the Altyn Tagh fault to rupture.

This behaviour provides a mechanical explanation of the Wallace’s model (Fig. 1B). It could have deep implications on the real significance of the geodetic measurements on continents. If the geodetic velocity field is measured during an earthquake cluster, then the measured geodetic strain, corrected for interseismic motion could appear more localized (implying that $S > V$).

Despite no clear evidence of such behaviour is known, the North Anatolian fault could be in a high fault activity period. Indeed, this fault system is now in a clustered phase of earthquakes since 1939 [12], and the long term fault slip rate is slightly lower ($18 \pm 3.5$ mm/yr, [36–38]) than the short term fault slip rate ($24 \pm 2$ mm/yr, [39]). However, the uncertainties are such that both short and long term fault slip rates remain consistent and more accurate estimations need to be done to definitely conclude. By contrast, a GPS velocity field established during a period of low fault activity (anti-cluster) could show a rather continuous strain due to the transient strain accumulation in the lithosphere. This is perhaps the case now in Tibet as suggested by wide scale GPS surveys [40]. If this strain rate pattern is not representative of the long term, steady state process, geodetic measurements alone cannot be used to claim that the surface geological strain is driven by the lower crust or mantle flow [41]. The intermediate case corresponds to a quasi-constant earthquake recurrence time interval and a good agreement between long and short term fault slip rates. This is the case of the Dead Sea fault where $M>7$ earthquakes are occurring with a 10,000 yr recurrence time interval since the last cluster of large earthquakes (some 50,000 yr ago [42]). Short term ($4.3 \pm 1$ mm/yr, [43]) agree with the Late Pleistocene geomorphologic rate estimates ($4 \pm 2$ mm/yr [44]).

Therefore, the respective use of long term and short term slip rates on continental faults must be clearly separated. Morphotectonic slip rates are chiefly useful to assess the style of tectonic deformation but does not provide relevant information on the fault hazard. On the other hand, paleoseismic slip rates and geodetic motion accurately monitor seismic hazard, but should not be directly used to validate long term geodynamical models.
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